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*Abstract*—This paper presents a sentiment classification system for hotel reviews using deep learning approaches. The system analyzes TripAdvisor hotel reviews and classifies them into positive, negative, and neutral sentiment categories. Two deep neural network architectures—Long Short-Term Memory (LSTM) and Bidirectional LSTM (BiLSTM)—are implemented and compared to determine the most effective approach. The preprocessing pipeline includes text cleaning, stopword removal, lemmatization, and word embedding. The models are evaluated using a 60%-40% train-test split, with performance metrics including accuracy, precision, recall, and F1-score. The LSTM model achieved slightly better performance with an accuracy of 82.81% compared to BiLSTM's 82.77%. Analysis of the confusion matrix reveals strong performance for positive reviews (94% recall) but challenges with neutral sentiment detection. This paper details the implementation process, compares model performance, and discusses approaches to address class imbalance issues in sentiment classification tasks.
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# Introduction

Sentiment analysis has become an essential tool for businesses to understand customer opinions and experiences expressed in online reviews. The hospitality industry, in particular, relies heavily on customer feedback to improve services and maintain competitive advantage. Traditional approaches to sentiment analysis often involve manual inspection or rule-based systems, which become impractical with large volumes of data.

This paper focuses on the implementation of deep learning models for sentiment classification of hotel reviews from TripAdvisor. The objective is to classify reviews into three sentiment categories: positive, negative, and neutral. We implement and compare two deep neural network architectures: Long Short-Term Memory (LSTM) and Bidirectional LSTM (BiLSTM) networks.

The dataset used in this study consists of 20,491 TripAdvisor hotel reviews, each with a corresponding rating (1-5). The preprocessing pipeline includes text cleaning, stopword removal, lemmatization, and tokenization. The processed text is then converted into numerical representations using word embeddings.

By comparing the performance of LSTM and BiLSTM models, we aim to identify the most effective approach for hotel review sentiment classification. The evaluation includes accuracy, precision, recall, and F1-score metrics, as well as analysis of the confusion matrix to understand misclassification patterns.

# SENTIMENT CLASSIFICATION PROCESS

## Dataset Overview

The TripAdvisor hotel reviews dataset used in this study contains 20,491 reviews with corresponding ratings on a 1-5 scale. The dataset has two columns: "Review" (text content) and "Rating" (integer rating). The ratings were converted to sentiment labels as follows:

- Ratings 1-2: Negative sentiment (15.7% of reviews)

- Rating 3: Neutral sentiment (10.7% of reviews)

- Ratings 4-5: Positive sentiment (73.7% of reviews)

This distribution reveals a significant class imbalance favouring positive reviews, which is common in hotel review datasets but presents challenges for model training.

## Preprocessing Pipeline

The preprocessing pipeline includes several steps to transform raw text data into a format suitable for deep learning models:

1) Text Cleaning: This step removes special characters, HTML tags, URLs, and numbers from the review text. All text is converted to lowercase, and extra whitespace is removed. This standardization helps reduce the vocabulary size and focuses on meaningful content.

```python

def clean\_text(text):

if not isinstance(text, str):

return ""

# Convert to lowercase

text = text.lower()

# Remove HTML tags if any

text = re.sub(r'', '', text)

# Remove URLs

text = re.sub(r'http\S+|www\S+|https\S+', '', text)

# Remove special characters and numbers

text = re.sub(r'[^a-zA-Z\s]', '', text)

# Remove extra whitespace

text = re.sub(r'\s+', ' ', text).strip()

return text

```

2) Stopword Removal: Common words (e.g., "the", "a", "an") that do not contribute significantly to sentiment are removed using NLTK's stopwords list.

```python

def remove\_stopwords(text):

if not isinstance(text, str) or text == "":

return ""

stop\_words = set(stopwords.words('english'))

word\_tokens = text.split()

filtered\_text = [word for word in word\_tokens if word not in stop\_words]

return ' '.join(filtered\_text)

```

3) Lemmatization: Words are reduced to their base or dictionary form using NLTK's WordNetLemmatizer. This helps standardize different forms of the same word (e.g., "staying", "stayed", "stays" all become "stay").

```python

def lemmatize\_text(text):

if not isinstance(text, str) or text == "":

return ""

lemmatizer = WordNetLemmatizer()

word\_tokens = text.split()

lemmatized\_text = [lemmatizer.lemmatize(word) for word in word\_tokens]

return ' '.join(lemmatized\_text)

```

4) Tokenization and Padding: The preprocessed text is converted into sequences of numerical tokens using Keras Tokenizer. These sequences are then padded to ensure uniform length (100 tokens) for model input.

```python

def tokenize\_and\_pad(texts, max\_words=10000, max\_sequence\_length=100):

tokenizer = Tokenizer(num\_words=max\_words)

tokenizer.fit\_on\_texts(texts)

sequences = tokenizer.texts\_to\_sequences(texts)

padded\_sequences = pad\_sequences(sequences, maxlen=max\_sequence\_length)

return tokenizer, padded\_sequences

```

## Word Embedding

Word embedding is a critical feature representation technique that maps words to dense vectors in a high-dimensional space. The embedding layer in our neural network models converts word indices to dense vectors of fixed size (128 dimensions). This representation captures semantic relationships between words, where words with similar meanings have similar vector representations.

Rather than using pre-trained embeddings like GloVe or Word2Vec, our implementation learns word embeddings during model training, allowing the representations to be specifically tailored to the hotel review domain. The embedding layer is the first layer in both the LSTM and BiLSTM models:

```python

model.add(Embedding(max\_features, embedding\_dim, input\_length=max\_len))

model.add(SpatialDropout1D(0.2))

```

Where `max\_features` is the vocabulary size (70,983 words in our implementation), `embedding\_dim` is set to 128, and `max\_len` is the maximum sequence length (100).

# MODEL ARCHITECTURE AND SELECTION

## LSTM Model Architecture

The Long Short-Term Memory (LSTM) model is designed to capture sequential dependencies in text. The architecture includes:

1) Embedding Layer: Converts word indices to dense vectors

2) SpatialDropout1D: Reduces overfitting by randomly dropping word embeddings

3) LSTM Layer: Processes sequential data with 128 units

4) Dense Layer: 64 neurons with ReLU activation

5) Dropout Layer: 50% dropout for regularization

6) Output Layer: 3 neurons with softmax activation for classification

```python

def create\_lstm\_model(max\_features, embedding\_dim=128, max\_len=100, num\_classes=3):

model = Sequential()

model.add(Embedding(max\_features, embedding\_dim, input\_length=max\_len))

model.add(SpatialDropout1D(0.2))

model.add(LSTM(128, dropout=0.2, recurrent\_dropout=0.2))

model.add(Dense(64, activation='relu'))

model.add(Dropout(0.5))

model.add(Dense(num\_classes, activation='softmax'))

model.compile(loss='categorical\_crossentropy', optimizer='adam', metrics=['accuracy'])

return model

```

## BiLSTM Model Architecture
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